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#### Abstract

The criteria for existence of maximum entropy distributions, having prescribed the first three moments (in a semi-infinite range), are given. Some relationships between moments and Lagrange multipliers are also presented.


The maximum entropy formalism (Jaynes 1957, Ingarden and Urbanik 1962) is applied in physics for estimating an unknown probability distribution given only partial data (for a review see Jaynes 1978). Maximum entropy formalism is also applied in line-shape problems (e.g. Powles and Carraza 1970, Meinander and Tabisz 1984) where usually some moments are partial data. Maximising entropy, given the moments $\boldsymbol{M}=\left\{\boldsymbol{M}_{1}, \ldots, \boldsymbol{M}_{n}\right\}$ as the constraints, one obtains a probability distribution uniquely determined by $M$. For one variable $x$ in a semi-infinite range, the maximising entropy probability density function (PDF) is in the form

$$
\begin{equation*}
P(x, \lambda)=z_{0}^{-1}(\boldsymbol{\lambda}) \exp \left(-\sum_{i=1}^{n} \lambda_{i} x^{i}\right) . \tag{1}
\end{equation*}
$$

Obviously, the PDF (1) exists only if the system of the following non-linear equations

$$
\begin{equation*}
M_{k}=m_{k}(\boldsymbol{\lambda})=z_{k}(\boldsymbol{\lambda}) / z_{0}(\boldsymbol{\lambda}) \quad k=1, \ldots, n \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{k}(\boldsymbol{\lambda})=\int_{0}^{\infty} \mathrm{d} x x^{k} \exp \left(-\sum_{i=1}^{n} \lambda_{i} x^{i}\right) \tag{3}
\end{equation*}
$$

has a resolution with respect to the Lagrange multipliers $\boldsymbol{\lambda}=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. Equations (2) can be solved numerically (except for the case $n=1$ ) but it requires a lot of numerical calculations which strongly increase with $n$. It is therefore very important to know beforehand whether, given $M$, equations (2) have a resolution at all with respect to $\boldsymbol{\lambda}$. The well known Liapounov inequality for absolute moments requires that the following system of inequalities be satisfied:

$$
\begin{equation*}
M_{1}>0 \quad \text { and } \quad U_{k}^{k-1}>U_{k-1}^{k} \quad \text { for } k=2, \ldots, n \tag{4}
\end{equation*}
$$

where $U_{k}$ are the so-called relative moments defined as $U_{k}=M_{k} / M_{1}^{k}$. From (4) for $n=1$ we have $M_{1}>0$ only, which is the necessary and sufficient condition for the existence of (1) (being the exponential PDF) in this case. For $n=2$ we obtain $M_{1}>0$ and $U_{2}>1$ from (4), but it was found (see, e.g., Dowson and Wragg 1973) that if
$U_{2}>2$, equations (2) have no solutions with respect to $\boldsymbol{\lambda}$ and the corresponding pDF (1) do not exist. For $n \geqslant 3$ the conditions of solvability of (2) are so far unknown except for the trivial necessary conditions (4), which must be satisfied for any probability distribution in a semi-infinite range. The necessary and sufficient conditions of solvability of (2) for $n=3$ are the main results of this letter and may be described as follows. The maximum entropy distributions, having prescribed the first three moments $M_{1}, M_{2}, M_{3}$, exist if and only if $M_{1}>0, U_{2}>1, U_{3}>U_{2}^{2}$ and for $1<U_{2}<2$ also $U_{3}<f\left(U_{2}\right)$ are satisfied, where the function $f\left(U_{2}\right)$ can be determined numerically ( $f\left(U_{2}\right)$ is presented for some values of $U_{2}$ in table 1). We have an important conclusion: the conditions of existence of PDF (1) for $n>2$ require, in part, some numerical calculation. The conditions of solvability of (2) described above for $n=3$ are represented by the region (denoted by $I$ ) between the two shaded areas in figure 1 . In turn, the shaded areas in figure 1 represent those relative moments $U_{2}$ and $U_{3}$ which fulfil the Liapounov inequalities (4) and do not fulfil the conditions of solvability of (2) in the case under consideration. Now we describe the method of obtaining the results presented above. The functions $m_{k}(\boldsymbol{\lambda})$ have the following property:

$$
\begin{equation*}
m_{k}\left(a \lambda_{1}, a^{2} \lambda_{2}, a^{3} \lambda_{3}\right)=a^{k} m_{k}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \quad k=1,2,3 . \tag{5}
\end{equation*}
$$

From (2) and (5) for the functions $u_{k}(\boldsymbol{\lambda})=m_{k}(\boldsymbol{\lambda}) / m_{1}^{k}(\boldsymbol{\lambda})$ we have

$$
\begin{equation*}
u_{k}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)=u_{k}\left(a \lambda_{1}, a^{2} \lambda_{2}, a^{3} \lambda_{3}\right) \quad k=2,3 . \tag{6}
\end{equation*}
$$

Table 1. Dependence of $f\left(U_{2}\right)$ on $U_{2}$ corresponding to curve $C(\infty)$ in figure 1.

| $U_{2}$ | 1.1 | 1.2 | 1.3 | 1.4 | 1.5 | 1.6 | 1.7 | 1.8 | 1.9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f\left(U_{2}\right)$ | 1.30 | 1.62 | 1.97 | 2.36 | 2.80 | 3.29 | 3.84 | 4.45 | 5.17 |



Figure 1. The existence conditions for maximum entropy distributions, having prescribed the first three moments, are represented in terms of relative moments $U_{2}$ and $U_{3}$ by the region $I$. Region $I$ together with the two shaded areas represent the Liapounov inequalities for relative moments.

According to (6) for $a=\lambda_{3}^{-1 / 3}$ we obtain

$$
\begin{equation*}
U_{k}=u_{k}(\alpha, \beta, 1) \quad k=2,3 \tag{7}
\end{equation*}
$$

where $\alpha=\lambda_{1} / \lambda_{3}^{1 / 3}$ and $\beta=\lambda_{2} / \lambda_{3}^{2 / 3}$. It means that the relative moments $U_{2}, U_{3}$ are functions of two parameters $\alpha$ and $\beta$. For $k=1$ in (5) we obtain $M_{1}=\lambda_{3}^{-1 / 3} m_{1}(\alpha, \beta, 1)$, which means that by changing $\lambda_{3}$, the $M_{1}$ may vary from zero to infinity independently of the values of $\alpha$ and $\beta$. Denoting by $I$ the image of the function $u(\alpha, \beta, 1)=$ $\left\{u_{2}(\alpha, \beta, 1), u_{3}(\alpha, \beta, 1)\right\}$ defined by (2) and (7), the necessary and sufficient conditions of existence of PDF (1) for $n=3$ may be described as $M_{1}>0$ and $\left\{U_{2}, U_{3}\right\} \in I$. Now we determine the image $I$ of $\boldsymbol{u}$. The function $\boldsymbol{u}(\alpha, \beta, 1)$ has the following properties:

$$
\begin{equation*}
\frac{\partial\left(u_{2}, u_{3}\right)}{\partial(\alpha, \beta)}=-3\left[m_{1}(\alpha, \beta, 1)\right]^{-6} \frac{\partial\left(m_{1}, m_{2}, m_{3}\right)}{\partial\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)}>0 \tag{8}
\end{equation*}
$$

and

$$
\begin{array}{ll}
\lim _{\alpha \rightarrow+\infty} u_{k}(\alpha, \beta, 1)=k! & k=2,3 \\
\lim _{\alpha \rightarrow-\infty} u_{k}(\alpha, \beta, 1)=1 & k=2,3 \tag{10}
\end{array}
$$

where in (9) and (10) $\beta$ is kept constant. The property (8) may be obtained from the following chain rule for the Jacobians:

$$
\begin{equation*}
\frac{\partial\left(m_{1}, m_{2}, m_{3}\right)}{\partial\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)}=\frac{\partial\left(m_{1}, m_{2}, m_{3}\right)}{\partial\left(m_{1}, u_{2}, u_{3}\right)} \frac{\partial\left(m_{1}, u_{2}, u_{3}\right)}{\partial\left(\alpha, \beta, \lambda_{3}\right)} \frac{\partial\left(\alpha, \beta, \lambda_{3}\right)}{\partial\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)} \tag{11}
\end{equation*}
$$

taking into account that the matrix $\left(\partial m_{k} / \partial \lambda_{t}\right)$ is strictly negative definite (see, e.g., Kociszewski 1985). Let us denote by $C(\beta)$ the curve on the $U_{2} U_{3}$ plane, which is obtained for constant $\beta$ and varying $\alpha$ in $u(\alpha, \beta, 1)$ from $-\infty$ to $+\infty$. According to (9) and (10), for any $\beta$ the curve $C(\beta)$ connects two points $(1,1)$ and $(2,6)$ (denoted by $\mathbf{A}$ and $\mathbf{B}$ ) on the $U_{2} U_{3}$ plane. In turn, from (8) it follows that the curves $C\left(\beta_{1}\right)$ and $C\left(\beta_{2}\right)$ never intersect for $\beta_{1} \neq \beta_{2}$. As a result, any two curves $C\left(\beta_{1}\right)$ and $C\left(\beta_{2}\right)$ enclose some bounded region $I\left(\beta_{1}, \beta_{2}\right)$ on the $U_{2} U_{3}$ plane and if $\beta_{1}<\beta<\beta_{2}$ the curve $C(\beta)$ belongs to the interior of $I\left(\beta_{1}, \beta_{2}\right)$. This means that image $I$ may be determined by finding $I\left(\beta_{1}, \beta_{2}\right)$ for $\beta_{1} \rightarrow+\infty$ and $\beta_{2} \rightarrow-\infty$. The calculation of $I\left(\beta_{1}, \beta_{2}\right)$ for $\beta_{1}$ is relatively simple, because there is the bounded and continuous curve $C(\infty)=$ $\lim _{\beta \rightarrow \infty} C(\beta)$, which may be determined as follows. Putting $a=\lambda_{2}^{1 / 2} / \lambda_{3}^{2 / 3}$ into (6) one obtains

$$
\begin{equation*}
U_{k}=u_{k}(\alpha, \beta, 1)=u_{k}\left(\alpha / \beta^{1 / 2}, 1, \beta^{-3 / 2}\right) \quad k=2,3 . \tag{12}
\end{equation*}
$$

Carrying out $\beta \rightarrow \infty$ and keeping $\alpha / \beta^{1 / 2}=$ constant, we obtain that $C(\infty)$ is given parametrically by $\boldsymbol{u}(\gamma, 1,0)$ where $\gamma$ varies from $-\infty$ to $+\infty$. The curve $C(\infty)$ may be easily determined numerically using the method presented in Kociszewski (1985) and, corresponding to $C(\infty)$, the function $U_{3}=f\left(U_{2}\right)$ where $1 \leqslant U_{2} \leqslant 2$ is tabulated in table 1. Let us note that $C(\infty)$ is determined by two moments of the PDF (1), i.e. by a cut-off Gaussian PDF. $I(\infty, \beta)$ is the region between $C(\infty)$ and $C(\beta)$ and now we will determine $I(\infty, \beta)$ for $\beta \rightarrow-\infty$. To this end, it is convenient to put $a=-\lambda_{2} / \lambda_{3}$ in (6) $\left(\lambda_{2}<0\right)$ which gives $\boldsymbol{u}(\alpha, \beta, 1)=u\left[\delta\left(\xi+\frac{1}{4}\right),-\delta, \delta\right]$ where $\delta=(-\beta)^{3}$ and $\xi=\alpha / \beta^{2}-\frac{1}{4}$. If $\xi>\frac{1}{12}$, the PDF has one maximum at zero. For $\xi<-\frac{1}{4}$ the PDF also has one maximum but at the point $x^{\max }=\frac{1}{3}\left[1+\frac{1}{2}(1-12 \xi)^{1 / 2}\right]$. If $-\frac{1}{4}<\xi<\frac{1}{12}$ the PDF has two maxima, one at zero and the other at $x^{\text {max }}$, which are separated by a minimum at the point $x^{\min }=\frac{1}{3}\left[1-\frac{1}{2}(1-12 \xi)^{1 / 2}\right]$. For $\xi=0$ the heights of maxima are equal. For $\delta \gg 1$ the
maxima of the PDF are very sharp and are separated by a deep minimum. For $\delta$ tending to infinity the maxima may coexist only if $\delta \xi$ is kept constant. This gives the asymptotic expression for $z_{k}(\alpha, \beta, 1)$ in the form

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} x x^{k} \exp \left[-\delta\left(\xi+\frac{1}{4}-x+x^{2}\right) x\right]=\frac{k!}{(\delta / 4)^{k+1}}+\exp \left(-\frac{1}{2} \delta \xi\right)(2)^{-k}\left(\frac{2 \pi}{\delta}\right)^{1 / 2} . \tag{13}
\end{equation*}
$$

From (13) for very large $\delta$ we obtain the following expression:

$$
\begin{equation*}
U_{k}=u_{k}(\alpha, \beta, 1)=h_{k}(\omega, \eta)=\frac{\left(k!\omega+\eta^{k}\right)(\omega+1)^{k-1}}{(\omega+\eta)^{k}} \quad k=2,3 \tag{14}
\end{equation*}
$$

where $\eta=(-\beta)^{3} / 8$ and $\omega=\exp (4 \eta \xi)$. The curve $C(\beta)$ for very large but negative $\beta$ is therefore determined by (14) where $\eta=$ constant and $\omega$ (being the monotonically increasing function of $\alpha$ ) varies from zero to infinity. Resolving, by determination of (14), the function $U_{2}=h_{2}(\omega, \eta)$ with respect to $\omega$ one obtains for $1<U_{2}<2$ one positive solution $\omega_{1}$ in the form

$$
\begin{equation*}
\omega_{1}\left(\eta, U_{2}\right)=\frac{-b-\left[b^{2}-4\left(U_{2}-1\right)\left(U_{2}-2\right) \eta^{2}\right]^{1 / 2}}{2\left(U_{2}-2\right)} \tag{15}
\end{equation*}
$$

where $b=2 \eta U_{2}-\eta^{2}-2$. Resolving $U_{2}=h_{2}(\omega, \eta)$ with respect to $\omega$ for $U_{2}>2$ we obtain two positive solutions, one $\omega_{1}$ given by (15) and the other $\omega_{2}$ in the form

$$
\begin{equation*}
\omega_{2}\left(\eta, U_{2}\right)=\frac{-b+\left[b^{2}-4\left(U_{2}-1\right)\left(U_{2}-2\right) \eta^{2}\right]^{1 / 2}}{2\left(U_{2}-2\right)} \tag{16}
\end{equation*}
$$

The $I(\infty, \beta)$ for negative and large $\beta$ may be described as follows. Given $U_{2}>2$, the following inequalities must be satisfied:

$$
\begin{equation*}
h_{3}\left(\omega_{1}\left(\eta, U_{2}\right), \eta\right)<U_{3}<h_{3}\left(\omega_{2}\left(\eta, U_{2}\right), \eta\right) \tag{17}
\end{equation*}
$$

and given $1<U_{2}<2$, the following inequalities must be satisfied:

$$
\begin{equation*}
h_{3}\left(\omega_{1}\left(\eta, U_{2}\right), \eta\right)<U_{3}<f\left(U_{2}\right) \tag{18}
\end{equation*}
$$

where $f\left(U_{2}\right)$ corresponds to the curve $C(\infty)$. It is easy to calculate that

$$
\begin{equation*}
\lim _{\eta \rightarrow \infty} h_{3}\left(\omega_{1}\left(\eta, U_{2}\right), \eta\right)=U_{2}^{2} \quad \text { for } U_{2}>1 \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\eta \rightarrow \infty} h_{3}\left(\omega_{2}\left(\eta, U_{2}\right), \eta\right)=\infty \quad \text { for } U_{2}>2 \tag{20}
\end{equation*}
$$

As a result, from (17)-(20) we obtain that the image $I$ of $u$ is defined by the inequalities $1<U_{2}^{2}<U_{3}$ together with $U_{3}<f\left(U_{2}\right)$ if $1<U_{2}<2$. In this way the results presented in figure 1 are proven. In passing we have presented some asymptotic formulae for moments. The method presented in this letter may be applied to other maximum entropy distributions, having prescribed the moments, and the calculations are in progress.
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